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     A computational domain of most regional models is usually rectangular. On the other hand, a region of interest is not always rectangular but often irregular shape. An arbitrary-shaped domain is more suitable for efficient computation of simulation. In the present study, we have developed a new technique to perform a parallel computation of the cloud-resolving model in an arbitrary-shaped region, which is named the “Tiling Domain Technique (TDT)” for the CReSS (the Cloud Resolving Storm Simulator) model.

     The arbitrary-shaped domain of parallel computation using the TDT is composed of many small rectangular domains named “domain tiles”. If a side of a domain tile is connected to the neighbor domain tile, a halo region is set along the side and data exchange is performed with the neighbor domain tile by MPI. If no neighbor domain tile is present, the side is considered as a boundary of the computational domain. Each domain tile is, further, divided into sub-domains if necessary. Another parallel computation between the sub-domains within the domain tile is performed using MPI. The TDT performs these two types of data exchanges at different levels. We refer to this type of parallel computation as the “hierarchical parallel computations”. Multiple computational domains consisting of different numbers of domain tiles in each domain are possible as well as an isolated domain. 

      Using the TDT, we performed a simulation experiment of the typhoon 0418 (T0418) that caused severe damages all over Japan owing to strong wind. In the experiment, 64 domain tiles are used along the track of T0418 and one-week simulation was performed. The regional objective analysis data of the Japan Meteorological Agency (JMA) were used for initial and boundary conditions. The horizontal grid size is 2000 m and the experiment was started from the initial condition of 00UTC September 1, 2004. The central pressure of T0418 in the initial condition was about 60 hPa higher than that of the JMA best-track data. The central pressure of the simulated typhoon decreased rapidly and reached that of the best-track data after about 3 days from the initial time. The simulated typhoon almost follows the JMA best-track for the 7 days of the simulation period. When the simulated typhoon approaches the western Japan, it causes heavy rainfall over the land. The distribution and intensity of the simulated rainfall successfully corresponds to the observed rainfall.

      Since a typhoon moves along a long and curved track, the TDT is an efficient method for high-resolution simulation of the typhoon. Domain tiles are set along the typhoon track and total computational amount is reduced. The TDT increases flexibility and applicability of the cloud-resolving model for many different types of weather systems. For example, a computational domain is set along the Japanese Islands and isolated domain titles are set in the islands regions. Another possible application is convective activity in the tropical regions, where non-hydrostatic effect is essential. A nested simulation in GCM using the TDT will be also useful for dynamical downscaling of typhoons.

